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Opportunities for improved space heating energy efficiency from fluid property 
modifications 

 

A.M. Wi ll iams and D.T. Innerdale 
Department of Physical, Mathematical and Engineering Science, 

Faculty of Science and Engineering, University of Chester, UK 

Abstract: 

Unsteady behaviour of hydronic heating systems causes higher mean room temperatures than are required for 
comfort. Peak room temperatures depend on interactions between thermostats, heat emitters and the room. The 
importance of fluid properties on such unsteady heating is often misunderstood meaning potential energy savings are 
overlooked. This paper demonstrates the influence of fluid modifications and indicates a plausible magnitude of the 
energy saving opportunity. The results showed that fluid side heat transfer coefficient in isolation had negligible 
effect. Specific heat capacity of the fluid and flow rates were important, as they altered the amount of embedded 
energy in the heat emitter when thermostat was met. Reductions in mean heating power for steady demand 
conditions were between 0 and 7% for plausible changes to fluid properties, depending on heat emitter size, room 
insulation and external temperature. Reductions in individual cycle energy were between 5 and 25%. When 
considered in the context of intermittent finite duration heating events, those that contained a small number of 
thermostat cycles demonstrated energy savings that tended towards the reductions in individual cycle energy. 
Heating events with larger numbers of cycles showed energy savings tending towards the reduction in mean heating 
power. 

Keywords: Central Heating, Zero-Carbon Buildings, Green Buildings, Architectural Engineering and Sustainable Development, 
Indoor thermal environment 

Introduction 

Society is facing a significant challenge in cost effectively meeting climate change emission commitments. The successful 
delivery of net-zero targets is widely accepted to need a portfolio of solutions whose cumulative contributions all play a 
part. UK building heat provision for industrial, commercial and domestic settings makes use of almost 560 GWh of 
energy,1 approximately 30% of the UK’s energy demand. The decarbonization of space heating is therefore essential if 
net-zero targets are to be met. High costs and practical difficulties are limiting the rate of major overhauls of high CO2 
emitting heat provision in homes (e.g. gas boilers) with technologies such as heat pumps. However, much of the UK’s 
housing stock can be enhanced through energy efficiency measures which are lower cost and more accessible. To 
understand what opportunities for efficiency, exist, a clear and thorough understanding of the operation of heating 
systems is essential. 

Heating systems are designed to provide comfortable conditions and achieving low energy consumption usually pushes 
objectives towards achieving the lowest comfortable environment temperatures. In many systems these ideal 
temperatures are only occasionally experienced.2 Uncomfortably cold conditions would typically incur occupant 
intervention. Therefore, most of the operation of a satisfactory heating system typically occurs under conditions where 
the heat flow capacity (W) of the heating system exceeds that of the minimum heating demand, often substantially. Most 
UK homes use central heating systems with hydronic heat distribution to heat emitters in individual rooms.3 Common 
technologies to match the heat provision to demand include timers, room/building thermostats and thermostatic 
radiator valves. Although more than 97% of dwellings in England had timers based on a 2011 study, only ~50% of 
dwellings had the full set of heating controls.4 More advanced technologies such as smart controls are significantly rarer. 

Even with timers, building thermostats and thermostatic radiator valves, under non-extreme conditions the rate of 
energy flow into the room through the hydronic system is significantly higher than the rate of heat loss to the 
surroundings which can be often of the order of 1oC.hour-1 with highly non-linear dependencies.5 It is not uncommon for 
heating and cooling flows to be capable of rates of temperature change 5 to 10 times higher than surroundings heat 
loss/gains.6,7 Even with a steady heat demand this creates a dynamic thermal environment where thermal energy is added 
to a space through the hydronic system until the flow is stopped when the room reaches its setpoint temperature (e.g. 
through a wall thermostat or thermostatic radiator valve, TRV). In the case of a moderate thermal inertia heat emitter, 
the heat emitter is now hot and continues to emit heat into the room causing the temperature to typically continue to 



rise before the heat loss dominates and it starts to cool. Once the temperature is below the setpoint temperature the 
cycle can repeat. The importance of what may appear only small changes to such cycling behaviour can have a significant 
influence on energy consumption (circa 15%).7 In real-world scenarios where external temperatures, solar irradiance, 
meteorological conditions and occupant behaviours are fundamentally unsteady, the dynamic behaviour of the heating 
system is further exacerbated. 

Smart thermostats with embedded computer control are being explored to better deliver against the heat demand. 
Model predictive controls and learning architectures have been shown to offer energy savings of 12-24% compared to 
more traditional controls without reduction in comfort8,9 or in some cases even increasing comfort.10 These energy 
savings are achieved through better optimized heat delivery. However, oscillations in room temperatures are still 
present8,10,11 leaving opportunities for improved energy utilisation. 

The temperature of the space being heated is set by the occupant such that comfort conditions are met. This often sets 
a minimum temperature limit on the space and therefore, the lower temperature of the cyclic behaviour. Any 
temperature above this comfort level can be considered unnecessary and corresponds with excess energy provision and 
therefore, an opportunity for reduction in energy consumption. Fluid properties have a significant influence on the 
dynamic transfer of heat into the space and therefore changes to any such fluid properties can be considered to modify 
the unsteady transfer of heat. Such heat transfer modifiers can be expected to have an influence on the amount of excess 
heating and therefore, the amount of energy required to heat the space to threshold comfort levels. Despite the clarity 
in this logic argument, there are (to the authors’ knowledge) no explicit studies properly exploring the importance of fluid 
properties on room thermal management and energy consumption. 

Within the technical community the authors commonly encounter claims that modifications to fluid properties cannot 
significantly reduce energy demand for space heating. This is leading to unnecessary barriers to the exploitation of the 
opportunities afforded by fluid engineering and thereby retarding our progress towards a net-zero society. For example, 
some assessment procedure explicitly excludes the dynamic effects on the system by recognizing only the impacts the 
fluid has on boiler efficiency.12 For society to be able to leverage the potential CO2 benefits of heat transfer modifiers, 
this position needs to be challenged. 

This technical paper applies well accepted physical behaviours to a range of space heating scenarios to logically and 
clearly identify the flaws in such assertions. It provides an indication of the opportunity that exists for heat transfer 
modifiers to positively influence the heat demand whilst still delivering required space temperatures. It demonstrates 
fundamental differences between the effect of heat transfer modifiers and resizing the heating system. 

Fluid properties that can influence unsteady heat transfer behaviour generally involve modifying one or more of the 
thermophysical properties of the fluid. The application of glycols to reduce the freezing point in heating systems is used 
to varying degrees around the world.  The associated reductions in heat capacity and thermal conductivity, along with 
the increased viscosity are very much recognized to modify heat transfer.13 The impacts of drag reducing additives on 
heat transfer are more complex and although not widespread in space heating systems offer an avenue for heat transfer 
modification. Through the creation of larger structures such as micelles and micellar networks, turbulent mixing 
behaviours, as well as non-Newtonian viscosity behaviours not only influence the pipe pressure drops but also the heat 
transfer within the fluid.14-16 On a molecular scale, surfactant surface affinity has been shown to influence near wall heat 
transfer with significant impacts on local heat transfer.17 Although it is not the purpose of this paper to review every way 
in which heat transfer behaviour can be modified within a fluid, it is clear from the sample of literature referred to that 
modification of fluid heat transfer is not only possible but commonplace in a variety of existing applications. This paper 
therefore, considers the impact of changes to heat transfer behaviours on the thermal-dynamic behaviour of an individual 
room. 

Method 

Although complex approaches such as neural networks are being explored for heating and cooling system thermal 
predictions with positive outcomes for objective oriented control,10,18 the success of physics based numerical methods 
such as electrical-thermal analogies, makes them well suited to demonstrative studies such as this one. Non-linear auto-
regressive models have been used for predicting building thermal behaviour which have suited the purpose of their study 
well,19 but without great effort only moderately capture the finer higher frequency response details of building behaviour. 



Such approaches require a significant body of appropriate experimental data which was both unnecessary and 
unavailable in the delivery of this study. 

Lumped capacitance models are popular and prove excellent for exploring fundamental physical behaviours, provided 
care is taken in reducing the system into appropriate constituent parts. Such models have demonstrated good capability 
in predicting the cyclic unsteady behaviour of heating systems9,20-24 provided energy flows are well accounted for.9 The 
rates of heating and cooling in particular have been clearly identified as being closely linked to the heat transfer to/from 
the walls,6 and therefore, the wall ‘skin’ thermal-dynamic behaviour. Through this link, the importance of building 
structure can be accounted for which has been shown to impact energy consumption results.21 The required fidelity of 
the wall is often incorporated into models through discretization of the wall layers such as that presented in 23. In some 
studies, the importance of the interior wall layers in comparison to the air thermal mass in the room is emphasized by 
the neglection of the internal thermal capacity of the room itself.25 Some degree of simulation of the hydraulic heat 
emitter has also been shown to be important in predicting room thermal behaviour.20 Lumped capacitance/electrical 
analogy modelling approaches have been used as a core part of stochastic modelling approaches to predict well the 
thermal behaviour of buildings.22 The success of lumped capacitance modelling with discretised elements makes it 
appropriate for use in exploring impacts of hydronic fluid properties. 

The unsteady thermal model in this study incorporates a space (to be heated) and a hydronic heat emitter, represented 
diagrammatically in Figure 1. The space is considered to be well mixed and therefore a uniform temperature thermal 
mass which is thermally coupled to the radiator by a constant thermal resistance. For simplicity, the room floor plan is 
taken to be square, with a room height of 2.4 m. The interior wall surface is considered to represent current UK building 
approaches in which the inner skin of the wall consists of a plaster layer, taken as 15 mm thick for this model. The wall is 
descretized into 10 equally thick layers for which the energy flows are solved using explicit numerical approaches. The 
air side is thermally coupled to the room by a heat transfer coefficient of 8.5 W.m-2.K-1 with plaster density, specific heat 
capacity and thermal conductivity of 800 kg.m-3, 950 J.kg-1.K-1 and 0.25 W.m-1.K-1. Any comparison made between cases 
with two different fluid properties has the same thermal resistance between the space and the radiator, and between 
the space and the surroundings. Equally, the surrounding temperature is kept the same between the cases and constant. 
This ensures that any effects evident in the comparisons arise from the changes on the water side within the heat emitter. 

 

Figure 1. Representation of the model domain 

The radiator is divided into ten sections inside any one of which the fluid is considered to be well mixed, represented in 
Figure 2. The radiator wall is modelled independently to the liquid. The energy equation is solved explicitly for water and 
the radiator wall. Convection and convective heat transfer is accounted for on the water side with thermal resistances 
scaled from manufacturer data, shown here in Table 1.26 The radiator sub-model considers solid conduction as well as 
convective heat transfer on the working fluid and air sides. This arrangement allows the model to incorporate a level of 
temperature heterogeneity within the heat emitter. 

 

 



Table 1. Exemplar radiator data from which radiators in 
the model were scaled 

Variable Range 
Radiator Type Stelrad Savanna i Compact K1 
Height 700 mm 
Length 1200 mm 
Thermal resistance 0.03 K.W-1 
Mass 27.5 kg 
Water content 4.5 litres 

 

 

Figure 2. Representation of the radiator model showing the discretization and heat transfer mechanisms considered 

The net energy provided through the supply of water is calculated from the water flow using Equation 1, where Q is the 
energy supplied, cp is the specific heat capacity of the working fluid, 𝑚̇ is the instantaneous mass flow, Tsupply is the working 
fluid temperature entering the radiator and Treturn is the temperature of the water leaving the radiator. Where mean 
heating power is required, this is calculated as a time average using Equation 2, where Δt is the duration under 
consideration. 
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Where identified in the results, in situations where the boiler's maximum heating power is less than that required to 
deliver the target supply temperature, the supply temperature will equal that provided by the maximum boiler capability. 
When the target supply temperature requires less energy than the minimum the boiler can provide, the fluid flow 
continues and the supply temperature is set to be equal to the return temperature. 

The model incorporates a thermostatic radiator valve which linearly adjusts the mass flow rate between a maximum flow 
when the room temperature is at 19oC, determined in practice e.g. by the pipe network design and pump and zero flow 
at 20oC representing a closed valve. This aligns with a valve authority of 1.27 There is also a room thermostat that switches 
off the flow to the radiator once the room temperature has reached 20oC. 

Two scenarios are used within this report. The most common is that of a single pseudo-steady cycle in which the end 
thermal condition is equal to the start thermal condition. Such a modelled condition is representative of a repeating 
cycling process or pseudo-steady heating conditions. It is deemed representative of a continuous heating demand which 
is being controlled by a room thermostat. The second scenario is that of an initial cycle where the space, radiator and 
working fluid begin at a fixed initial temperature and are heated until the thermostat demand has been met and the 



room temperature has dropped to 19oC, a condition which would then demand more heat. This condition is taken as 
representative of an initial heating cycle. When a finite heating duration is discussed, it refers to an integer number of 
heating events where the first is from the start condition and subsequent heating events are from the pseudo-steady 
cycle scenario. 

Water supply temperature, radiator length, room thermal mass, surroundings temperature, room-surroundings steady 
state thermal resistance (i.e. degree of insulation) and maximum radiator flow rate are all considered as variables that 
have been explored to give an indication of a range of reasonable conditions arising from differences in housing stock 
and meteorological conditions. When looking at the opportunity for energy saving, these variables have been randomly 
selected for each case within a predefined range so that results are not solely applicable to a singular scenario. 

Experimental Validation 

Validation data was captured as part of a separate project from the unoccupied 2010 BRE Exemplar House at Liverpool 
John Moores University (UK). The house is typical of a UK 3 bedroom end terrace property built in 2010. It has a 
combination condensing boiler providing hot water and heating on demand to the property. The heating system includes 
3 minutes of no-added-heat circulation once the thermostat demand ends. 

A radiator was fitted with a UF08B100 Cynergy ultrasonic flow meter. A 1.5mm K-type thermocouple was inserted in the 
radiator inlet and outlet flows, thereby allowing calculation of heat provision to the radiator through the water flow. The 
room temperature was measured near the centre of the floor plan at a height of 1.6 m from the ground. The radiator 
characteristics were assumed to match those of the radiator in Table 1, and the room size and internal mass was 
calculated from the room geometry and estimated for the furniture. 

Initial conditions were taken from the experimental data, along with the peak water supply temperature. The water 
supply temperature in the model was assumed to be constantly at the peak value and does not, therefore, consider the 
gradual heating of the provision water. 

Figure 3 shows a comparison of the models predicted flow temperatures at the inlet end and outlet end of the radiator. 
As the water temperature entering the radiator changes instantaneously in the model, it is appropriate in this comparison 
to include an offset where the hot water provision in the model begins at ~50% of the rise in inlet temperature of the 
water in the experimental case. During the heating phase, the radiator temperature predictions match well with the 
experimental data. When the no-heat circulation begins, the predicted inlet radiator temperatures show a rapid drop as 
the outlet temperatures continue to rise, as seen in the experimental data. Both the simulation and experimental data 
show a small ‘bump’ in the temperatures peaking at the point the flow stops. The peak of the bump and subsequent 
decline of the temperatures was more rapid in the experiment, however, this is not unexpected as the experimental 
temperature was measured in the pipe adjacent to the radiator and therefore had a significantly smaller heat capacity 
than the model location which was just inside the radiator. For the purposes of this study, which requires the model to 
reasonably represent significant real world processes, the model of the radiator is appropriate. 

 

Figure 3. Comparison of flow rates and water temperatures between the experimental data and an equivalent model 
scenario. Solid lines represent the model data. Broken lines represent the experimental data. 



Figure 4 shows the predicted room temperature during this heating event. There is an offset in the data which is expected 
to arise from heterogeneity in the room temperature during heating which is not represented in the model. This may 
lead to time lags and minor variations in the room temperature measurement which would not exist in the ‘well-mixed’ 
model case. Importantly the rate of temperature rise of the room and rate of temperature decay are predicted well which 
indicate that the thermal coupling between the radiator and the room, and the room and the wall/surroundings is 
reasonable. 

 

Figure 4. Comparison of the experimental and modelled room temperatures for the validation case. Solid line 
represents the model data. Broken line represents the experimental data. 

Figure 5 compares the input energy prediction calculated based on the specific heat capacity, flow rate and temperature 
difference across the water supply and return to the radiator. The prediction of the energy consumed is good, indicating 
that the heat transfer between the water and the radiator, and between the radiator and the room are reasonable. 

 

Figure 5. Comparison of the experimental and modelled cumulative energy transfer via the water flow to the radiator. 

This validation gives confidence that the fundamental behaviours of the radiator and room are captured in this model. 
Although the complexities of room heat distribution have not been explored here, that part of the model is kept 
consistent between comparisons with only the fluid side of the radiator being subjected to change. Therefore, this model 
is deemed suitable for exploration of ways in which fluid side properties can influence the provision of heat. 

Results: Influence of fluid properties 

The following results consider the pseudo-steady scenario which indicates the impacts of changes on mean heating power 
for a steady heating demand. As this is a cyclic process, there must be a net balance of the energy added through the 
working fluid and the energy lost through the space-surroundings thermal coupling. As the space-surroundings thermal 
resistance is fixed in any comparison, the impact of changing the fluid properties on the heating power required can only 
manifest through changing the room or wall skin layer temperature. 



The impacts of heat transfer coefficient, heat capacity and viscosity were explored independently for different flow rates, 
external temperatures and supply water temperatures. It is acknowledged that these variables are not always 
independent. However, it is useful to consider the effect of heat transfer coefficient separately to help isolate the 
relationships. Heat transfer coefficient for example could be varied independently by introducing turbulence sources. 
The first results presented (Figures 6 to 8) have no limits imposed on the amount of heating power that the boiler can 
provide to deliver the required supply fluid temperature. 

An example of the influence of a 50% increase in the fluid side heat transfer coefficient on mean fluid temperature and 
radiator wall temperature is shown in Figure 6. A small change in mean water temperature is visible, which belies the 
larger changes in temperature distribution across the radiator surface. The higher heat transfer coefficient causes the 
heat to move more quickly from the water into the radiator surface. However, the amount of energy available to the 
radiator in the early heating stages is the same, resulting in very little change in the mean radiator surface temperature 
and therefore the heat transferred to the room is very similar between cases. The result is only a marginal change in 
room temperature through the cycle and the mean heating power changing by <1% around zero, depending on simulation 
input parameters.  

 

Figure 6. Impact of 50% higher fluid side heat transfer coefficient on mean fluid, radiator wall and room temperatures 

It is reasonable therefore to conclude that in such hydronic systems, changing the heat transfer coefficient on the fluid 
side in the absence of any other properties changing has a relatively small (and typically insignificant) effect on the heat 
flow into the space and therefore the energy demand. Importantly, however, heat transfer modifiers do not change heat 
transfer properties in isolation, but include effects of changes to kinematic viscosity, specific heat capacity and thermal 
conductivity. Although the thermal conductivity might initially be conflated with the heat transfer coefficient alone, the 
heat capacity and viscosity changes can significantly influence the rate of heat delivery in their own right, and therefore 
can have additional impacts. 

Figure 7 shows an exemplar impact of a 20% reduction of fluid heat capacity on fluid, radiator wall and room 
temperatures. The lower heat capacity means that the supply water cools more quickly as it enters the radiator, resulting 
in the rate of rising of radiator temperature and peak radiator temperatures marginally reducing. The rate of increase in 
room temperature is also slightly reduced, however, the most significant factor is in the amount of embedded thermal 
energy within the radiator, specifically the encompassed fluid, at the time the thermostat switches off the heating 
demand i.e. when the room temperature reaches 20°C. This causes the peak room temperatures to be noticeably lower. 
The cycle duration is equally reduced, but the drop in the mean room temperature is equivalent to a 10-30% reduction 
in mean heating power required, dependent on the input conditions used. This impact is significant and with such changes 
in heat capacity being plausible, must be considered further. 



 

Figure 7. Impact of 20% lower fluid heat capacity on mean fluid, radiator wall and room temperatures 

The fluid flow in a heating pipe network encompasses a large range of Reynolds numbers from low to moderate. The 
lower flows are encountered rather frequently due to the throttling effect of thermostatic radiator valves, as they 
approach their closing temperature. The dynamic viscosity and density will be the main contributors to changing flow 
rate in the pipe network which will influence the maximum flow through the network. Where velocity is related to 
pressure and fluid properties by a friction factor, f, as shown in Equation 3 where ΔP is the total pressure drop, L is the 
pipe length, D is the hydraulic diameter, ρ is the fluid density and V is the fluid velocity, then the mass flow would be 
related to conditions as shown in Equation 4. Under laminar flow conditions when the friction factor is close to 64/Re, 
where Re is the Reynolds number of the flow, the relationship between changes in dynamic viscosity µ and mass flow 
rate 𝑚̇ can therefore be shown to be as in Equation 5 which indicates that a percentage change in viscosity will correspond 
to an equal percentage change in mass flow. For turbulent flows where Re is relatively low and the Haaland 
approximation for friction factor is used, it can be shown that Equation 6 holds true making the magnitude of the 
coefficient linking mass flow changes to viscosity changes to be between 0.13 and 0.16 for typical heating system 
Reynolds numbers. 
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Depending on the heating system design, we can expect a percentage point change in dynamic viscosity to have between 
a 0.13% and 1% point change in mass flow depending on the flow conditions. Without worrying about the more subtle 
contributions to pressure losses, it is clear that significant viscosity changes possible from changing fluid properties can 
have a significant influence on the flow rate in heating systems.  

The impact of a 20% change in flow rate on the energy required was between 4 and 13% depending on simulation 
conditions. An example is shown in Figure 8. The effect of a change in mass flow is to change the rate of energy input to 
the heat emitter during the heating phase, in addition to reducing the embedded thermal energy within the radiator once 
the setpoint temperature has been reached and the fluid circulation stops. The result of this is a lower average room 
temperature and therefore a reduction in the mean heating power required. 

 

 

 

Figure 8. Impact of 20% lower fluid flow rate on mean fluid, radiator wall and room temperatures 

The results presented thus far have not considered any limitations on the amount of heating power that can be put into 
the working fluid. Practical boiler designs have upper and lower limits on the rate of heat they can add which are 
dependent on the burner and boiler design. How this impacts individual radiator supply depends on the distribution of 
the working fluid between radiators. Two cases are considered here to understand if the heat input rate limits significantly 
interact with the effect of heat capacity and flow rate. The first is one representative of a relatively small boiler supplying 
all the radiators at the same time, therefore, the maximum rate of heat provision to an individual radiator will be a 
fraction of the maximum boiler power. In the example in Figure 9, this is taken as 3000 W for the radiator in question. 
The minimum sustainable heating power is 300 W based on a 10% minimum modulation of the boiler’s burner. The 
second case, also shown in Figure 9, considers a situation where most of the system flow is going through only the radiator 
in question resulting in the maximum heating power being closer to the boiler power rating. This is taken as 20 kW for 
the purposes of this example. The minimum in this case was set at 2 kW based on a 10% modulating burner limit. 

It is apparent in Figure 9 that the former case with a 3000 W upper heating power limit varies from the baseline case in 
its initial rate of heating. The water provided is at a lower temperature for a longer period, which reduces the initial rate 
of warm up and consequently the peak temperatures of the room. The latter case is affected by the lower heating power 
limit which causes the heat addition to cut out before the temperature demand has been met, whilst the fluid continues 
to circulate. This results in an initial stage of the cycle which is the same as the baseline but, due to less embedded energy 
in the radiator when the thermostat trips off, the peak room temperatures are reduced. 



 

Figure 9. Impact of boiler heating power limits on mean fluid, radiator wall and room temperatures 

Figures 10 and 11 show the effects of changes in heat capacity and mass flow on the dynamic thermal behaviour of the 
room. The results remain consistent with previous observations, however, because the rate of heat input to the radiator 
is limited by the 3 kW limit in the case of Figure 11, the impact of the fluid is smaller. The impact on mean room 
temperature is more significant in the cases with the 20 kW and 2 kW upper and lower limits. Although it is not clearly 
visible in Figure 11, the rate of rise of mean and peak temperatures of the radiator are ~17% and >35% higher than the 
baseline, which translates in this particular case to a faster heating of the room, to the point the thermostat stops 
demanding heat. This may offer some additional perceived benefits. 

 

Figure 10. Effects of reduction in heat transfer coefficient (HC) and mass flow on temperature for upper and lower 
heating power limits of 20 kW and 2 kW respectively 

 

 



 

Figure 11. Effects of reduction in heat transfer coefficient (HC) and mass flow on temperature for upper and lower 
heating power limits of 3000 W and 300 W respectively 

Variables in the simulation relating to the building, radiator or surroundings have been varied independently from the 
central conditions previously presented to ascertain directional trends. The results are shown in Figure 12. This suggests 
that there is more fractional opportunity under mild conditions in systems with high water supply temperatures and 
relatively high flow rates. Absolute energy savings are better considered later in this study, but this does demonstrate 
clear interactions between the system, building and fluid. 

 

Figure 12. Influence of changing input variables on the mean heating power demand for the room 

The clear importance of building fabric, system designs and external conditions on determining the scale of opportunity 
for energy saving, therefore, requires a Monte-Carlo type approach to quantifying the opportunity. 

Results: Energy saving opportunity 

Four different fluid characteristics were considered. The first was the baseline which had properties representative of 
water. There were then three modifications of this identified by their change to heat transfer coefficient, specific heat 
capacity and flow rate. For example, the samples denoted 95/90/90 have 95% of the heat transfer coefficient of the 
baseline case, 90% of the specific heat capacity and a viscosity that results in 90% of the flow rate for any given condition. 
It is not intended that these are specific fluids, but only as feasible examples to demonstrate the potential impact that 
changing unsteady heat transfer related properties can have. 

The non-fluid inputs for the simulations were then randomly varied across predefined ranges with 200 cases for each 
fluid comparison. The actual range of input data used across the simulations presented is shown in Table 2. The mean 
heating power input and the individual cycle energy were then compared to that of the baseline fluid and the changes 



plotted in Figures 10 and 11 respectively. They have been plotted against the ratio of the rate of heat loss from the room 
at the demanded temperature to the maximum heating power of the heat emitter, which somewhat characterizes the 
amount of oversizing of the heat emitter for that given condition. This is calculated as shown in Equation 7. 

Heat flow ratio =
𝑅௘ି௥(𝑇ௗ௘௠௔௡ௗ − 𝑇ஶ)

𝑅௥ିஶ൫𝑇௦௨௣௣௟௬ − 𝑇ௗ௘௠௔௡ௗ൯
 

            (7) 

where Re-r is the indicative thermal resistance between the fluid in the heat emitter and the room, Rr-ꝏ is the thermal 
resistance between the room interior and surroundings, Tdemand is the indicative setpoint room temperature, Tsupply is the 
maximum supply temperature and Tꝏ is the surroundings temperature. 

 
Table 2. Input data summary 

Variable Range Mean 
Water supply temp. 60.0 – 80.0oC 70.4oC 
Radiator length 0.50 - 1.50 m 1.01 m 
Room thermal mass 25 – 301 kJ.oC-1 91.6 kJ.oC-1 
Surroundings Temp. 1.0 – 17.0oC 8.3oC 
Room-surroundings 
thermal resistance 

0.020 - 0.050 K.W-1 0.035 K.W-1 

Maximum rad. flow 72 - 180 litres.h-1 123 litres.h-1 

 

It is immediately apparent looking at Figure 13 that there are few conditions for which energy delivered to the room to 
achieve the temperature demand is increased by the changes to the fluid side conditions, induced by the reductions to 
fluid specific heat capacity and mass flows in particular. The cases that show marginal increases are over by a magnitude 
comparable to the numerical errors in the calculation. The amount of reduction in heating demand for the room increases 
as the ratio of heat demand to maximum heat supply reduces. This can happen as a result of better room insulation, 
larger heat emitters, or milder external temperatures. The secondary effects result in a spread of data points, but the 
trend remains visible. The more significant the reductions in flow and fluid specific heat capacity are, the bigger the 
impact on the excess heating of the room. Such changes in fluid properties which are feasible with existing heating system 
fluid additives can be seen to offer 0.5-7% reduction in mean heat power demand across the range of input data used, 
but importantly showing consistently a benefit. 

An exemplar end of terrace new build property may have a thermal resistance ~0.01 K.W-1. Accounting for the internal 
generation and therefore heat demand identified using SAP protocols, the ratio of demand to maximum heat flows is, 
based on monthly averages, between 0 and 0.064, with 90% of the heating energy consumed at ratios between 0.02 and 
0.064 (note the exact ratios depend on radiator sizing). Although these are monthly means, typical extremes in 
temperature will expand this ratio upwards no more than 50%. The left hand side of the plots can therefore be expected 
to be more representative of current standard buildings. 

 



 

Figure 13. Mean heating power changes resulting from three different conceptual fluids resulting from the Monte-Carlo 
simulation 

The impact of the demand to maximum heating ratio on the change in individual cycle energy is less significant, as seen 
in Figure 14. However, the changes in the energy per cycle are larger by a factor of ~4 than the changes in mean power 
previously shown. The more extreme the change in fluid properties the larger the potential change to cycle energy. 

 

Figure 14. Cycle energy demand changes resulting from three different conceptual fluids resulting from the Monte-
Carlo simulation 

When considering the opportunity across a portfolio of buildings under a variety of external conditions, the effect of finite 
heating events also needs to be considered. For example, if heat was demanded for a period of only 1 hour then a single 
heating event would occur in most cases. The mean heating power in such a scenario becomes irrelevant with regards to 
the amount of energy used, instead being determined by the single cycle energy consumption, characterized by the 
results in Figure 14. As the heating event increases in duration and there becomes a very large number of ‘steady’ demand 
cycles, the change in energy consumption would tend towards the values characterized by Figure 13. 

100 randomised sets of input data were used for each of the conceptual modified fluids to predict the energy saving 
potential of such 100 heating events as a function of their duration. The range was almost identical to those presented 
in Table 2. The change in energy used is the change in total energy consumed by the 100 heating events, not a mean of 
the benefits, therefore, it has not been unduly biased towards milder conditions where less energy is used. The first of 
any series of heating cycles was calculated based on a uniform initial temperature representing an initial warmup of the 
space. Data showing individual scenarios making up the net energy change are presented in Appendix A for a selection 
of heating durations and each of the fluids, showing the characteristics spread of the data one might expect if 
experimentally studying such effects. The shorter durations offer benefits tending towards the change in individual cycle 
energy consumption. As the duration increases, the number of heating events using the modified fluids which have an 
additional heating cycle when compared to the baseline slowly increases. When an additional cycle is present for the 
modified fluid case in comparison to the baseline, the amount of energy consumed is significantly higher. It is such events 



that are responsible for bringing the average benefit back down towards the ‘steady’ heating mean power. Such 
characteristic behaviour makes clear why when testing over a duration which experiences different external conditions, 
a large spread in the energy consumed in individual heating events (or e.g. days) should be expected. This is often 
misconstrued as demonstrating inconsistent effects which cannot be attributed to the fluid, yet here such effects are 
clearly apparent in a calculation where the only change is the fluid. Figure 15 shows the energy consumption change 
across the cases, which had demand to maximum heating ratios between 0 and 0.2 presented for each fluid as a function 
of heating duration. It becomes more apparent here, particularly with the larger fluid property changes, that the short 
duration event benefit tends towards the cycle energy reduction (Figure 14), whilst the longer heating event benefit 
tends more towards that of the ‘steady’ heating cycle (Figure 13).  

 

Figure 15. Net change in energy used across the portfolio of 100 scenarios for the three fluids as a function of the 
duration of the heating demand 

Results: Impact on Heating Capacity 

It is useful to consider such fluid property changes in the context of the heating capacity of the heat emitter, i.e. how 
much heat flow it can deliver under extreme cold conditions. The ratio of extreme heat output reduction to fuel savings 
at a heat ratio of 0.05-0.15 is ~1.2. This means that for the fluid properties shown here, a 1% reduction in energy use 
under normal conditions coincides typically with a 1.2% reduction of maximum heat output of the heat emitter. This may 
suggest that the effects demonstrated in this paper are akin to installing a smaller radiator. For these scenarios, the 
simulation tool was used to determine what reduction in radiator size would offer the same benefit under normal 
conditions. The comparison of using the fluid to achieve this saving versus using the radiator to achieve the saving is 
summarized in Figure 16. It is immediately apparent that the fluid property modifications have a substantially smaller 
effect on the extreme condition performance of the radiator, by a factor of typically 4-8. 

 

Figure 16. Comparison of the loss of heating capacity arising from radiator size reduction and modifying fluid properties 



Conclusions 

Analysis has been carried out across a range of reasonable building room scenarios. Cycle energy reduced by between 5 
and 25%, and cycle mean power by between 0 and 7% depending on the particular scenario. This work has shown that: 

1. a significant opportunity exists to deliver comfortable space heating with reduced energy input by changing the 
fluid properties, in particular, the fluid specific heat capacity and those which impact on the mass flow rates 
through the radiator; 

2. water side thermal resistance in isolation was shown to have a negligible effect on the mean heating power, but 
can have a positive effect on the individual cycle energy; 

3. the opportunity for energy savings tends towards the reduction in individual cycle energy when the heating 
event is of a duration equivalent to or smaller than the individual cycle duration; 

4. Scenarios with a lower heat flow ratio, indicating for example better levels of room insulation or larger heat 
emitters, showed more opportunity for energy saving; 

5. Achieving these savings by changing fluid properties has a smaller impact on the ability of the heating system to 
cope with extreme cold conditions, than achieving the same energy saving by reducing the radiator size. 
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Appendix A – Results from heating event duration simulations 

 

Figure A.1. Change in required heating energy for 100 scenarios, arising from the 97.5/95/95 fluid applied to a 1 hour 
heating event 

 

Figure A.2. Change in required heating energy for 100 scenarios, arising from the 97.5/95/95 fluid applied to a 2 hour 
heating event 

 

Figure A.3. Change in required heating energy for 100 scenarios, arising from the 97.5/95/95 fluid applied to a 4 hour 
heating event 



 

Figure A.4. Change in required heating energy for 100 scenarios, arising from the 97.5/95/95 fluid applied to an 8 hour 
heating event 

 

Figure A.5. Change in required heating energy for 100 scenarios, arising from the 95/90/90 fluid applied to a 1 hour 
heating event 

 

 

Figure A.6. Change in required heating energy for 100 scenarios, arising from the 95/90/90 fluid applied to a 2 hour 
heating event 



 

Figure A.7. Change in required heating energy for 100 scenarios, arising from the 95/90/90 fluid applied to a 4 hour 
heating event 

 

Figure A.8. Change in required heating energy for 100 scenarios, arising from the 95/90/90 fluid applied to an 8 hour 
heating event 

 

Figure A.9. Change in required heating energy for 100 scenarios, arising from the 90/80/80 fluid applied to a 1 hour 
heating event 



 

Figure A.10. Change in required heating energy for 100 scenarios, arising from the 90/80/80 fluid applied to a 2 hour 
heating event 

 

Figure A.11. Change in required heating energy for 100 scenarios, arising from the 90/80/80 fluid applied to a 4 hour 
heating event 

 

 

Figure A.12. Change in required heating energy for 100 scenarios, arising from the 90/80/80 fluid applied to an 8 hour 
heating event 

 


